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Abstract 30 

It is clear that humans can extract statistical information from streams of visual input, yet 31 

how our brain processes sequential images into the abstract representation of the mean 32 

feature value remains poorly explored. Using multivariate pattern analyses of 33 

electroencephalgraphy recorded while human observers viewed the sequentially presented ten 34 

Gabors of different orientations to estimate their mean orientation at the end, we investigated 35 

sequential averaging mechanism by tracking the quality of individual and mean orientation as 36 

a function of sequential position. Critically, we varied the sequential variance of Gabor 37 

orientations to understand the neural basis of perceptual mean errors occurring during 38 

sequential averaging task. We found that the mean-orientation representation emerged at 39 

specific delays from each sequential stimulus onset and became increasingly accurate as 40 

additional Gabors were viewed. Especially in frontocentral electrodes, the neural 41 

representation of mean orientation improved more rapidly and to a greater degree in less 42 

volatile environment while individual orientation information was encoded precisely 43 

regardless of environmental volatility. The computational analysis of behavioral data also 44 

showed that perceptual mean errors arise from the cumulative construction of the mean 45 

orientation rather than the low-level encoding of individual stimulus orientation. Thus, our 46 

findings provide neural mechanisms to differentially accumulate increasingly abstract feature 47 

from a concrete piece of information across the cortical hierarchy depending on 48 

environmental volatility. 49 
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 50 

Significance Statement 51 

The visual system extracts behaviorally relevant summary statistical representation by 52 

exploiting statistical regularity of the visual stream over time. However, how the neural 53 

representation of the abstract mean feature value develops in a temporally changing 54 

environment remains poorly identified. Here, we directly recover the mean orientation 55 

information of sequentially delivered Gabor stimuli with different orientations as a function 56 

of their positions in time. The mean orientation representation, which is regularly updated, 57 

becomes increasingly accurate with increasing sequential position especially in the 58 

frontocentral region. Further, perceptual mean errors arise from the cumulative process rather 59 

than the low-level stimulus encoding. Overall, our study reveals a role of higher cortical areas 60 

in integrating stimulus-specific information into increasingly abstract task-oriented 61 

information. 62 

 63 

Keywords: EEG, Multivariate pattern analysis, Sequential perceptual averaging, Summary 64 

statistical representation 65 
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Introduction  77 

Understanding how humans effectively interact with the dynamic and complex 78 

sensory environment is of central importance in the behavioral, cognitive, and neural sciences. 79 

Growing evidence shows that the perceptual system extracts behaviorally relevant 80 

information from complex dynamic sensory signals by summarizing them with their central 81 

tendency – the  mean – through the exploitation of statistical regularities of sensory data over 82 

space (Chong and Treisman, 2005; Greenwood et al., 2009; Alvarez, 2011; de Gardelle and 83 

Summerfield, 2011; Whitney and Yamanashi Leib, 2018) or time (Haberman et al., 2009; 84 

Albrecht et al., 2012; Piazza et al., 2013; Gorea et al., 2014; Hubert-Wallander and Boynton, 85 

2015). How does the perceptual system compute the mean of sensory features and construct 86 

an abstract representation? Although much is known about spatial averaging (for example, 87 

via progressively larger receptive fields in the visual system (Dumoulin and Wandell, 2008; 88 

Freeman and Simoncelli, 2011)), less is known about temporal averaging (Navajas et al., 89 

2017; McWalter and McDermott, 2018). Particularly, the neural mechanism of sequential 90 

perceptual averaging is not well-defined. Although recent neuroimaging studies have shown 91 

that the brain simultaneously represents multiple successive images and their changes at each 92 

instant (Marti and Dehaene, 2017; King and Wyart, 2019), it is unclear how the abstract 93 

representation of the mean feature value develops in this changing visual stream.  94 

Extracting temporally stable information, such as temporal feature averages from 95 

dynamic sensory environments, helps optimize behavior by allowing the structure of the 96 

environment to be robustly grasped. Integration plays a fundamental role in this process 97 

(Navajas et al., 2017; McWalter and McDermott, 2018), but it is unclear whether the mean 98 

feature value is updated after each stimulus or multiple stimuli when stimuli are serially 99 

delivered. Additionally, it has been established that the precision of the extracted mean is not 100 

perfect and declines with increasing feature variability (Dakin, 1999; de Gardelle and 101 
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Mamassian, 2015; Haberman et al., 2015; Navajas et al., 2017; McWalter and McDermott, 102 

2018). What are the causes of this error when estimating the mean of a stimulus sequence? 103 

Does the error occur at the stage of encoding individual visual images or at the stage of 104 

integrating these continuously changing features over time? Does environmental volatility 105 

influence the low-level representation of individual visual images, the cumulative 106 

construction of the mean feature value, or both? To address these questions, we explored the 107 

dynamics of the sequential perceptual averaging using multivariate pattern analyses of 108 

electroencephalography (EEG) signals recorded from human observers while they estimated 109 

the mean orientation of ten randomly oriented Gabor patches sequentially presented at the 110 

fovea. By using an inverted encoding model (IEM) (Brouwer and Heeger, 2009; Garcia et al., 111 

2013; Myers et al., 2015; Foster et al., 2017), we were able to investigate how individual and 112 

their mean orientations were represented in multivariate EEG activity during the sequential 113 

averaging task. By manipulating the variance of the ten Gabor orientations, we monitored 114 

how the neural representations of individual orientations and their means were modulated as 115 

a function of environmental volatility. The sequential averaging task encouraged observers to 116 

update the mean orientation upon presentation of each Gabor stimulus. The multivariate EEG 117 

pattern analyses enabled us to assess the contributions of individual stimuli to perceived 118 

mean orientation. By estimating how the individual stimuli were weighted into the mean 119 

orientation, we probed the neural mechanisms of estimating the mean orientation. 120 

We found that both individual and mean orientations were represented in the 121 

dynamically evolving multivariate EEG activities. Secondly, the representation of the mean 122 

orientation emerged at specific delays after each Gabor onset, and its accuracy increased 123 

gradually towards the end of the sequence especially in the frontocentral region. For 124 

sequences of high orientation variance, however, the weighting of the later sequential stimuli 125 
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was decreased, which may account for poor behavioral performance of perceptual mean 126 

estimation. 127 

 128 

Materials and Methods 129 

 130 

Observers 131 

24 human observers (9 females, 15 males) participated in this study. Two participants 132 

were excluded from the analysis due to excessive eye movements. All observers had normal 133 

or corrected-to-normal visual acuity, gave informed written consent to participate as paid 134 

volunteers, and were tested individually in a dark room. The study was approved by the 135 

Institutional Review Board of the Korea National Institute for Bioethics Policy. 136 

 137 

Stimulus 138 

Visual stimuli were generated and presented using Psychophysics Toolbox (Brainard, 139 

1997; Pelli, 1997) along with custom scripts written in MATLAB (Mathworks Inc.). The 19-140 

inch display CRT monitor (ViewSonic PF817) was set to a refresh rate of 100 Hz and a 141 

resolution of 800×600 pixels. The CRT monitor gamma tables were adjusted to ensure 142 

response linearity and a constant mean luminance of 59 cd/m
2
. Participants viewed the 143 

stimuli from a distance of 70 cm in a darkened room. 144 

Each trial comprised a sequence of ten randomly oriented Gabor patches, presented 145 

centrally for 100 ms, with an inter-stimulus interval of 500 ms to give observers enough time 146 

to encode and integrate sensory information across time. The orientation of each Gabor patch 147 

was one of 40 possible evenly spaced angles spanning 180°. Each sequence was preceded and 148 

followed by a blank period. All Gabor patches had identical parameters (contrast: 50 %, 149 
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diameter: 8° visual angle, spatial frequency: 1.25 cycles/degree, Gaussian envelope SD: 2° 150 

visual angle), except for their orientation.  151 

 152 

Experimental procedure 153 

The observer initiated each trial by pressing the space button. A central fixation cue 154 

appeared for 500 ms. During the subsequent six seconds, observers viewed a sequence of ten 155 

tilted Gabor patches against a mid-gray background, followed by a blank period of 700 ms 156 

(Figure 1a). During this entire period, observers were instructed to maintain fixation on the 157 

center of the screen and attempt to withhold eye blinks. After the sequence, a circularly 158 

bounded red probe bar appeared in the center of the screen. The observers’ task was to 159 

estimate the mean orientation of ten Gabor patches by rotating the red probe bar counter-160 

clockwise or clockwise using the left- or right-arrow key and pressing the down-arrow key 161 

when the adjusted orientation seemed to match the mean orientation. The probe display 162 

remained until the observers responded.  163 

 For experiments, there were sixteen trial types: eight mean orientations (11.25°, 164 

33.75°, 56.25°, 78.75°, 101.25°, 123.75°, 146.25°, and 168.75°) and two variances. There 165 

were two experimental conditions that differed in the orientation variance of the sequence. 166 

For the low-variance condition, the sequence comprised ± 4.5°, ± 9°, ± 13.5°, ± 18°, and ± 167 

22.5°-oriented Gabor patches relative to the mean orientation. For the high-variance 168 

condition, the sequence comprised ± 9°, ± 18°, ± 27°, ± 36°, and ± 45°-oriented Gabor 169 

patches relative to the mean orientation. Ten orientations of every sequence were randomly 170 

shuffled to define the presentation order. Eight possible mean orientations were used for both 171 

conditions. The Gabor patch with the mean orientation of the sequence never appeared in the 172 

stream of ten Gabor patches. Because this manipulation of the orientation variability alone 173 

made the sequential averaging task difficult enough, we did not further manipulate temporal 174 
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regularity in the streams of Gabor patches. As previous studies have shown that any 175 

perturbation of temporally regular stimulation impedes both perceptual sensitivity and 176 

reaction time (Schroeder and Lakatos, 2009; Cravo et al., 2013; Morillon et al., 2016), we 177 

used the same periodic stimulation in low- and high-variance conditions.  178 

 We tested each observer for 320 trials in 8 blocks of 40 trials each. In each block, a 179 

sequence with one of eight possible mean orientations was repeated five times with ten 180 

randomly shuffled orientations. Two variance conditions alternated in a block-design manner, 181 

and the order of conditions was counterbalanced across observers. We gave the observers 182 

breaks within and between blocks as necessary.  183 

 184 

 185 

Figure 1. Stimuli and trial sequence, experimental conditions, and behavioral data analysis. 186 

(a) Trial sequence. After a fixation period, ten randomly oriented Gabor patches were 187 

sequentially presented, and the participants were instructed to report the mean orientation of 188 

the sequence by adjusting a red probe bar at the end of the sequence. (b) Experimental 189 

conditions. Each trial had either low (4.5º) or high (9º) inter-stimulus orientation variance of 190 

ten sequential Gabor patches. (c) Behavioral performance in the low-variance and high-191 
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variance sequences. (d) Mean weights (regression coefficients) as a function of sequential 192 

position. The X-axis indicates the sequential order of the presented Gabor patches on each 193 

trial. The Y-axis indicates the relative influence of each stimulus on the participants’ 194 

responses in the task. The dashed line indicates the expected weights when all sequential 195 

stimuli have the equal amount of influence on participants’ responses. (e) Linear slope of 196 

regression coefficients across sequential positions. (c-e) Error bars indicate ±1SEM. 197 

 198 

EEG signal acquisition and preprocessing 199 

The EEG data were collected with 128-sensor HydroCel Sensor Nets (Electrical 200 

Geodesics, Eugene OR) at a sampling rate of 500 Hz and were band-pass filtered from 2 Hz 201 

to 200 Hz. The raw data were then epoched between -150 ms and 6,700 ms relative to the 202 

first stimulus onset. We used the FASTER (Nolan et al., 2010) (Fully Automated Statistical 203 

Thresholding for EEG Artifact Rejection, http://www.mee.tcd.ie/neuraleng/Research/Faster) 204 

package to reject artifacts and interpolation of noisy EEG sensors. Finally, the EEG was re-205 

referenced to the common average of all the sensors. All analyses were performed with 111 206 

EEG channels, excluding 17 channels vulnerable to movement artifacts including electrodes 207 

around the ears and on the face. The elimination of these nuisance channels did not change 208 

the results of the analyses that used 128 EEG channels.  209 

 210 

Behavioral data analysis 211 

First, we performed linear regression analysis to quantify the relative influence of 212 

each sequential position on the observers’ reported perceptual mean orientation (Juni et al., 213 

2012; Hubert-Wallander and Boynton, 2015),  214 

𝑅𝑗 =  ∑ 𝑤𝑖𝑥𝑖𝑗

10

𝑖=1

, 
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where 𝑅𝑗 is the observer’s reported perceptual mean orientation for trial j, 𝑥𝑖𝑗 is the 215 

orientation of the Gabor patch at sequential position i and trial j, and 𝑤𝑖 is the weight for 216 

sequential position i. The ten relative weight values averaged across observers for both 217 

variance conditions are plotted in Figure 1d. We additionally performed linear regression 218 

analysis to calculate the regression slope of the relative weight values over ten sequential 219 

positions. We used the slope as a proxy of primacy or recency effect (Figure 1e). A negative 220 

slope indicates a primacy effect and a positive slope indicates a recency effect.  221 

In order to examine the effect of sequence variance on how the perceptual mean is 222 

computed during a sequential averaging task, the observers’ behavioral data were fit to the 223 

sequential update model (Navajas et al., 2017). This model is based on the assumption that 224 

observers keep track of the mean orientation and update it after each stimulus presentation. In 225 

this model, observers combine a noisy estimate of the current stimulus with their previous 226 

estimate of the mean, 227 

𝜇𝑖 = (1 − 𝜆)𝜇𝑖−1 + 𝜆𝜃𝑖  +  𝛾𝜃𝑖𝜉𝑖 , 

where  is the estimate of the mean after i stimuli (𝜇0 = 0),  determines the 228 

relative weighting of recent versus more distant stimuli, and  is the actual orientation of the 229 

ith stimulus in the sequence.  is sampled from the standard normal distribution and  is a 230 

free parameter that indicates the strength of the noise. For each variance condition, we 231 

implemented a constrained nonlinear optimization algorithm to determine the best-fitting 232 

parameters  and that minimized the root mean square of the difference between the 233 

predicted and reported mean orientations. 234 

 235 

Inverted encoding model (IEM) 236 

To reconstruct the orientation information from the spatially distributed pattern of the 237 

EEG signals, we used an inverted encoding model (IEM) (Brouwer and Heeger, 2009; Garcia 238 

mi 0 < l <1

q i

xi g

l g
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et al., 2013; Myers et al., 2015; Foster et al., 2017) where each orientation is represented 239 

using weights from a linear basis set of population tuning curves. Forty hypothetical channel 240 

tuning functions (CTFs) were centered at forty orientations used in trials, evenly spaced from 241 

0° to 180° in steps of 4.5°; each basis function was a half-sinusoidal function raised to the 242 

fifth power. The epoched signals were baseline-corrected using the average signal from -150 243 

to -50 ms relative to the onset of the first Gabor patch presented in the sequence of each trial. 244 

We focused all of our IEM analyses on the EEG signals above 2 Hz. The main reason was to 245 

minimize the effect of the physically driven oscillatory waveform (Steady-State Visual 246 

Evoked Potential, SSVEP) at the stimulus presentation rate of 100 ms ON – 500 ms OFF on 247 

the representational dynamics, although the periodic stimulation still elicited higher harmonic 248 

SSVEP responses in EEG. Also, the current research was aimed at investigating whether the 249 

EEG activity pattern dynamics directly represent the stimulus and the mean information 250 

during a sequential averaging task rather than confirming the role of the specific frequency 251 

band activity in rhythmically modulating the gain of information processing because various 252 

frequency band activities are already known to be involved in sensory and cognitive 253 

information processing (Maris and Oostenveld, 2007; Busch et al., 2009; Busch and 254 

VanRullen, 2010; Landau and Fries, 2012; Fiebelkorn et al., 2013; Landau et al., 2015; 255 

Fiebelkorn et al., 2018; Helfrich et al., 2018) regardless of external stimuli being presented at 256 

a rate of particular frequency in the range of delta (Schroeder and Lakatos, 2009; Wyart et al., 257 

2012; Cravo et al., 2013) or theta (Hanslmayr et al., 2013; Fiebelkorn et al., 2018; Helfrich et 258 

al., 2018; Zhang et al., 2018) band.  259 

 260 

Recovering physical orientation during the sequence presentation period 261 

To recover stimulus orientations, the stimulus-evoked activities of all the sequentially 262 

presented Gabor patches labeled with their physical orientations were trained and tested in 263 
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the leave-one-trial-out (i.e., leave-ten-samples-out) fashion. Throughout the paper, a sample 264 

is simply meant by a multivariate EEG activity evoked by an individual oriented Gabor patch. 265 

Specifically, ten Gabor patches in each sequence from both variance conditions were 266 

independently epoched between -100 ms and 700 ms relative to each Gabor patch onset and 267 

labeled with their physical orientations. Out of the 3,200 samples across both variance 268 

conditions (80 samples per one of forty orientations), 10 samples from one test trial were 269 

tested with the inverted encoding model weight matrix trained on the remaining 3,190 270 

samples. For each sample, the channel tuning function was zero-centered relative to the 271 

presented orientation. This procedure was repeated for each time point in the stimulus epoch 272 

before moving to the next iteration in the leave-one-trial-out procedure. Zero-centered 273 

orientation-selective tuning functions were then separated into each experimental condition 274 

(1600 samples per variance condition) and averaged across trials for each condition.  275 

We constructed the inverted encoding model as: 276 

𝐵1 = 𝑊𝐶1 

where 𝐵1 is the training set (111 sensors x 3,190 samples) and 𝐶1 is the hypothetical channel 277 

tuning functions (40 orientations x 3,190 samples). Then, we estimated the weight matrix W 278 

(111 sensors × 40 orientations) by multiplying both sides by the pseudoinverse of 𝐶1 as in the 279 

ordinary least squares (OLS): 280 

𝑊̂ = 𝐵1𝐶1
𝑇(𝐶1𝐶1

𝑇)−1 

We estimated the population orientation response 𝐶̂2 (40 orientations × 10 samples) 281 

with the estimated weight 𝑊̂ and the test set 𝐵2 (111 sensors × 10 samples):  282 

𝐶̂2 = (𝑊̂𝑇𝑊̂)−1𝑊̂𝑇𝐵2 

where 𝐶̂2 is the tuning curve of the test set, 𝑊̂ is the weight matrix, 𝑊̂𝑇 is its transpose, and 283 

 𝑊̂−1 is its pseudoinverse. For each time point in the epoch of all training sets (-100–700 ms 284 

after each stimulus onset), we applied the estimated weights to the same time point in the test 285 
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set, and then zero-centered the output tuning curves 𝐶̂2 relative to the labeled physical 286 

orientation of the sample. This procedure was repeated for all time points in the epoch (in 10 287 

ms steps, using a sliding window of 40 ms). When we plotted the reconstructed tuning curves 288 

before zero-centering, their peak locations at 40 different physical stimulus orientations from 289 

0° to 180° in steps of 4.5° were clearly distinguished from each other (Figure 3b).  290 

To summarize the tuning-curve slope as a function of time, we calculated the linear 291 

slope of the zero-centered tuning curve from -90° to 0° at each time point in the epoch 292 

(Myers et al., 2015). We averaged the zero-centered tuning curves that were equidistant from 293 

0° (i.e., +4.5° and -4.5°, +22.5°, and -22.5°). For Figures 3c, 3d, 4b, 5a, and 6a, the resulting 294 

orientation channel time course was smoothed with a Gaussian kernel ( = 30 ms). We then 295 

fit a linear slope across the orientation channels from -90° to 0°, separately for each time 296 

point, variance condition, and observer. Tuning-curve slope was evaluated using one-sample 297 

t-tests (against 0). In doing so, zero tuning-curve slope corresponded to no orientation 298 

selectivity, while higher tuning-curve slope corresponded to greater orientation selectivity. 299 

Multiple comparisons across time points were corrected using non-parametric cluster-based 300 

permutation testing (Maris and Oostenveld, 2007) (5000 permutations). 301 

 302 

Recovering mean orientation during the sequence presentation period  303 

 We performed another IEM analysis to determine the mean orientation represented in 304 

each of the stimulus-evoked activity patterns of Gabor patches presented in the trial. This 305 

analysis had two purposes. The first purpose was to examine how sequential variability 306 

influences the accuracy of the mean information represented in the EEG activity patterns 307 

during the sequence presentation period. Thus, we checked if the difference in behavioral 308 

performance between the two conditions correlated with the difference in the representational 309 

quality of the mean information. Another purpose was to examine whether observers used the 310 
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sequential update strategy to extract the mean orientation over the sequence. Specifically, we 311 

examined whether the neural representation of the mean orientation becomes increasingly 312 

more precise as a function of sequential position.  313 

To recover the mean orientation, we trained the same inverted encoding model as 314 

described above with 3,190 stimulus-evoked activity patterns epoched between -100 ms and 315 

700 ms relative to each Gabor patch onset, except for 10 stimulus-evoked activity patterns 316 

from one test trial. Both training (3,190 samples) and test data (10 samples from 1 trial) were 317 

labeled with their mean orientation of the corresponding trials. The population tuning curve 318 

was recovered by applying the weight matrix to the left-out samples of the trial. For each test 319 

sample, the population tuning curve was zero-centered relative to the mean orientation. This 320 

procedure was repeated for each time point in the stimulus epoch before moving to the next 321 

iteration in the leave-one-trial-out (i.e., leave-ten-samples-out) fashion.  322 

In order to investigate whether observers could keep track of the mean orientation 323 

after each stimulus presentation, we hypothesized that the mean orientation tuning-curve 324 

slope gradually increases as a function of sequential position if successive samples of sensory 325 

evidence are accumulated across sequential positions. We collapsed data across the low-326 

variance and high-variance conditions and then performed a linear regression analysis on ten 327 

tuning-curve slopes across sequential positions (Figures 4-6). This linear regression analysis 328 

was repeated at every time point from -100 ms to 700 ms after each Gabor patch onset. These 329 

output slopes were used to find the time clusters where regression slopes were significantly 330 

higher than zero, using a non-parametric cluster-based permutation testing (Maris and 331 

Oostenveld, 2007) (5000 permutations). Only when significant time clusters were found 332 

through the repeated linear regression analysis, tuning-curve slopes at each sequential 333 

position were averaged within significant time cluster. The averaged ten tuning-curve slopes 334 

were then used for testing the hypothesis of the linearly increasing trend of tuning-curve 335 



 

 15 

slopes of mean orientation across sequential positions. Specifically, we calculated the linear 336 

regression slope of the averaged tuning-curve slopes over sequential positions and compared 337 

the steepness between the low-variance and high-variance conditions. It would be worse for 338 

the encoding model of mean orientation to include all samples, even those belonging to the 339 

early sequential positions, because mean orientation cannot be precisely estimated with only 340 

a small portion of sequential stimuli. However, it is difficult to make an assumption about the 341 

sequential position where mean orientation starts to be precisely extracted. Therefore, to 342 

avoid selection problems and maximize statistical power, we used all samples and labeled 343 

them with their mean orientation of a trial. If there are samples where the mean orientation is 344 

represented, these data would be more influential when training the tuning curve weight 345 

matrix; where the mean information is not represented, marginal influence is exerted on 346 

computing the weight matrix.  347 

In Figure 7, we split 111 electrodes in three clusters to examine the role of 348 

frontoparietal region in sequential perceptual averaging process. In anterior, middle and 349 

posterior electrode cluster, we performed the same linear regression analysis to find time 350 

points where the linear regression slopes across sequential positions were significantly 351 

positive. Once significant time clusters were found, we again performed the same linear trend 352 

analysis to test the hypothesis of the linear improvement of mean orientation representation 353 

over sequence in each electrode cluster. 354 

 355 

Cross-temporal generalization of the IEM 356 

When we performed the cross-temporal generalization analysis, we estimated the 357 

weight matrix using EEG data at each time point and applied the weight for the estimations 358 

of the channel responses across all time points. Specifically, we trained a weight matrix from 359 

the training set at time t and applied the estimated weight matrix to the test set at time t’. This 360 
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procedure was repeated so that the weight matrices at every time point had been used to 361 

calculate the slope of the population-tuning curves (tuning-curve slope) at every time point, 362 

thereby creating a two-dimensional temporal generalization matrix of the population tuning 363 

curve slopes (Figure 3e and Figure 4a). All other aspects (e.g., leave-one-trial-out (i.e. leave-364 

ten-samples-out) method) were identical to the inverted encoding model procedure explained 365 

above. Multiple comparisons across train-test time point pairs were corrected using non-366 

parametric cluster-based permutation testing (Maris and Oostenveld, 2007) (5000 367 

permutations) to evaluate tuning-curve slope was greater than 0 using one-sample t-test. 368 

 369 

Results  370 

We analyzed scalp EEG signals from 22 human observers as they performed a 371 

sequential averaging task. Observers viewed ten randomly oriented Gabor patches 372 

sequentially. The Gabor patch with the mean orientation was not presented to examine the 373 

internally generated representations of the mean. Following each sequence, observers were 374 

instructed to report the mean orientation by adjusting a red probe bar, preceded by a 700 ms 375 

blank period (Figure 1a). The high- and low-variance sequences were presented in separate 376 

blocks (Figure 1b; see Materials and Methods for details).  377 

 378 

Modeling of sequential averaging process 379 

The perceptual mean error was larger in the high-variance condition than in the low-380 

variance condition (t21 = -8.63, p < 10
-7

, Figure 1c and 1d). To examine the relative influence 381 

of individual stimulus orientation on the perceived mean orientation, we first performed 382 

linear regression analysis (Juni et al., 2012; Hubert-Wallander and Boynton, 2015) (see 383 

Materials and Methods). The behavioral data fit well to this weighted average model in both 384 

low-variance (R
2 

= 0.94 ± 0.04) and high-variance conditions (R
2 

= 0.82 ± 0.01), and the 385 
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model showed significantly higher R
2
 value in the low- than in the high-variance condition 386 

(t21 = 6.51, p < 10
-5

). We found that there was a significant recency effect (positive slopes); 387 

later stimuli had a greater influence on the perceived mean orientation than earlier ones in 388 

both low-variance (t21 = 5.43, p < 10
-4

) and high-variance sequences (t21 = 2.50, p < 0.05). 389 

There was no significant difference in the recency effect between the two variance conditions 390 

(t21 = 1.64, p > 0.05, Figure 1e). This result is in contrast to that of a previous study which 391 

showed that recent stimuli had a greater influence on the perceptual mean orientation for the 392 

low- than the high-variance sequence (Navajas et al., 2017). This contrasting result may be 393 

partly due to the difference in sequence lengths; Navajas et al.’s sequence contained 30 394 

stimuli, while ours contained only 10. We speculate that shorter sequences have advantages 395 

over longer sequences for remembering the earlier part of the sequence, so that even in the 396 

high-variance sequence, observers were able to estimate the mean of the sequence, leading to 397 

the same recency effect. Furthermore, low- and high-variance conditions were equivalent to 398 

the top two high-variance conditions in Navajas et al.’s study (Navajas et al., 2017), the effect 399 

of environmental volatility on recency effect might be similar in our task.  400 

Next, we fitted a variant of a leaky integrator model, called the sequential update 401 

model (Navajas et al., 2017), to the behavioral data. Because observers were required to 402 

report the mean orientation of each sequence, we assume that they updated their estimate of 403 

the mean after each stimulus presentation by combining a noisy estimate of the current 404 

stimulus with their previous estimate of the mean (see Materials and Methods).  405 

𝜇𝑖 = (1 − 𝜆)𝜇𝑖−1 + 𝜆𝜃𝑖  +  𝛾𝜃𝑖𝜉𝑖 . 

The model fitted the behavioral data well in both variance conditions (low-variance sequence: 406 

R
2 
= 0.93 ± 0.04; high-variance sequence: R

2 
= 0.80 ± 0.10), being significantly better for the 407 

low-variance than the high-variance condition (t21 = 6.81, p < 10
-6

). The model predicted that 408 

the leak constant , the relative weighting of recent vs. more distant stimuli, did not differ 409 l
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between the two variance conditions (t21 = 0.21, p > 0.8. Figure 2a). This result is consistent 410 

with the preceding analysis using the weighted average model showing that the recency effect 411 

was comparable across both conditions (Figure 1e). In both low- and high-variance 412 

conditions, the recency effect was well captured by the leak constant  that correlated 413 

positively with the regression slope of the average weights at ten sequential positions in 414 

Figure 1d (r = 0.60, p = 0.003 for low-variance, and r = 0.56, p = 0.007 for high-variance 415 

condition; Figure 2c and 2d). We also found that stimuli have a larger amount of 416 

multiplicative noise ( ) in high variance than in the low-variance condition (t21 = -3.83, p < 417 

0.001. Figure 2b). This indicates that the process of updating mean orientation was noisier in 418 

the high-variance condition, leading to accurate representations of mean orientation at the end 419 

of the sequence.  420 

 421 

 422 

Figure 2. Model fitting of behavioral data. (a-b) Two best-fitting free parameters (lambda: λ 423 

and gamma: γ) that minimize the sum of squared differences between the output orientation 424 

l

g
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of the model and the subjectively judged orientation by the observers. (c-d) Correlation 425 

between the recency effect value and best-fitting parameter λ. The recency effect value is 426 

defined as a slope of regression weights (See Materials and Methods and Figure 1d). Each 427 

dot represents each subject.  428 

 429 

Probing the neural mechanisms of sequential averaging in the presence of variability 430 

To probe the neural bases of sequential averaging, we used an inverted encoding 431 

model (IEM) to recover information about the individual stimulus orientations and the mean 432 

orientation from the full EEG signals (Brouwer and Heeger, 2009; Garcia et al., 2013; Myers 433 

et al., 2015; Foster et al., 2017) (See Materials and Methods). We characterized the effect of 434 

sequential variability on both the neural encoding of individual orientations and the neural 435 

integration of orientation by directly visualizing the temporal dynamics of orientation 436 

representation. Consistent with the model-fitting of the behavioral data suggesting greater 437 

integration noise in the high-variance condition, the IEM analysis confirmed that the process 438 

of sequentially integrating individual orientations to update the mean was degraded in the 439 

high-variance condition. 440 

 441 

Recovering the individual stimulus orientation 442 

First, we investigated whether a more variable sequence caused the individual 443 

stimulus orientation to be encoded less precisely in the EEG signals despite the presentation 444 

of the same physical stimuli in both sequences. To recover the individual stimulus orientation 445 

of the sequence, we applied an inverted encoding model to stimulus-evoked EEG signals. 446 

Forty idealized tuning curves, equally spaced between 0° and 180°, were used as basis 447 

functions (Figure 3a). Each epoched data was labeled with the presented stimulus orientations 448 

and those data were used to train and test the inverted encoding model in the leave-one-449 
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sequence-out cross validation procedure (see Materials and Methods). Consequently, we 450 

obtained population tuning curves as a function of time for the presented stimulus 451 

orientations for both sequences. The reconstructed population tuning curves averaged from 0 452 

ms to 200 ms post stimulus onset show distinct peaks at forty different stimulus orientations 453 

(Figure 3b). When the population tuning curves were zero-centered relative to their presented 454 

orientations, they revealed that the stimulus orientations were represented in multivariate 455 

EEG activity for almost the entire period after each stimulus onset (Figure 3c; 0 – 510 ms 456 

relative to stimulus onset, cluster-corrected p < 0.001 for low-variance; 10 – 550 ms relative 457 

to stimulus onset, cluster-corrected p < 0.001 for high-variance). Orientation-specific coding 458 

accuracies measured by the linear slopes of the tuning curves (see Materials and Methods) 459 

were not significantly different between the two conditions (Figure 3d; Cluster-based 460 

permutation test). We additionally performed a paired t-test on the tuning curve slopes 461 

averaged across time period that showed significantly positive tuning curve slopes (from 100 462 

ms to 450 ms relative to stimulus onset). The difference between the two variance conditions 463 

was not significant (t21 = 1.75, p = 0.094). These findings show that while individual 464 

orientations are encoded in the dynamically changing EEG patterns in both variance 465 

conditions, it is not a better encoding of individual orientation that explains better perceptual 466 

averaging in the low-variance sequence. (Figure 3e). 467 
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 468 

Figure 3. Temporal dynamics of the reconstructed tuning curves of stimulus orientation. The 469 

encoding model was trained and tested on stimulus-evoked activities from -100 – 700 ms 470 

after stimulus onset, with respect to their physical orientations. (a) Hypothetical tuning curve 471 

(basis functions). Each color corresponds with one of 40 different orientations. (b) 472 

Reconstructed stimulus orientation tuning curves (averaged from 100 to 200 ms after 473 

stimulus onset). Color coding is same as (a). (c) Time-resolved tuning curves. Tuning curves 474 

were zero-centered and were averaged across trials separately for both variance conditions 475 

(left: low-variance, right: high-variance). (d) Tuning-curve slope for both variance 476 

conditions. Upper bars indicate the time period when the tuning-curve slope is significantly 477 

greater than 0 (p < 0.05, based on cluster extent). Shaded areas indicated ±1SEM. On the 478 

right, bar graphs indicate tuning curve slopes averaged from 100 ms to 450 ms after stimulus 479 
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onset for the comparison between the two variance conditions. Error bars indicate the 480 

±1SEM. (c-d) Gray bars represent the time period when the stimulus was presented. (e) 481 

Cross-temporal generalization of tuning curve slope of stimulus orientation. The tuning curve 482 

slope of physical orientation for low- (left) and high- (right) variance conditions was 483 

estimated by training weights on one time point in the training data, and applying them to all 484 

time points in the test data. The transparency mask highlights the significant clusters where 485 

tuning-curve slopes are greater than 0 (one-tailed, p < 0.05, based on cluster extent). 486 

 487 

Recovering the mean orientation 488 

Next, we investigated whether a more variable sequence caused the mean orientation 489 

to be less precisely encoded in the EEG signals. The sequential update modeling of 490 

behavioral data predicted that the updated mean representation becomes more accurate 491 

towards the end of the sequence. Therefore, we examined if the EEG signals reflected 492 

increasingly precise mean orientation representations. Since the integration noise parameter 493 

 was significantly larger in the high-variance than in the low-variance condition (Figure 2b), 494 

we also investigated if the low-variance condition allowed observers to more precisely update 495 

the mean orientation. For this analysis, we assumed that each presentation of a Gabor, the 496 

visual evoked response pattern includes the neural representations of both the current 497 

stimulus orientation and the updated mean orientation. To isolate the latter, we trained the 498 

weight matrix to the mean orientation of the sequence and aligned the recovered orientation 499 

tuning curves to the mean orientation of the sequence at every time point after each stimulus 500 

onset (see Materials and Methods). Our rationale for labeling sequential samples as their 501 

mean orientation was that if the encoding model learns ten samples in each trial as the same 502 

mean orientation instead of their own physical orientations, it would discard differences 503 

among individual Gabor orientations to only keep the internally integrated orientation that 504 

g
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should be close to the mean orientation. This method allowed us to track the internal abstract 505 

representation of the mean orientation regardless of the physically presented orientation. It 506 

also enabled us to interpret the tuning-curve slope at each sequential position as the distance 507 

between the currently represented mean orientation and the actual mean orientation of the 508 

whole sequence.  509 

We first checked if the neural representation of the mean orientation indeed existed in 510 

stimulus-evoked multivariate EEG activity. The mean-orientation-selective tuning curve 511 

slopes averaged across ten sequential positions show that the mean orientations were well 512 

represented in the dynamically evolving EEG activity pattern for both sequences (Figure 4a). 513 

In the low-variance condition, the two off-diagonal significant clusters indicate that the 514 

current and the next mean representations encoded in the dynamically changing stimulus-515 

evoked EEG patterns correspond in the earliest period (training time 600 – 690 ms, test time 516 

0 – 100 ms, cluster p = 0.007, and the training time 0 – 120 ms, test time 620 – 690 ms, 517 

cluster p = 0.003 in the left column of Figure 4a). The diagonal parts in Figure 4a show that 518 

the mean orientation information emerges shortly after each Gabor onset (Blue lines in Figure 519 

4b: -20 – 420 ms relative to stimulus onset, cluster-corrected p < 0.001, and 510 – 690 ms 520 

relative to stimulus onset, cluster-corrected p = 0.009 for low-variance; Red lines in Figure 521 

4b: 50 – 340 ms relative to stimulus onset, cluster-corrected p = 0.001 for high-variance). The 522 

neural representations of the mean orientation were more precise in the low-variance 523 

condition than in the high-variance condition (Orange lines in Figure 4b; -70 – 150 ms 524 

relative to stimulus onset, cluster-corrected p = 0.005; 230 – 380 ms relative to stimulus onset, 525 

cluster-corrected p = 0.015, and 480 – 680 ms relative to stimulus onset, cluster-corrected p = 526 

0.029). The first and second columns of Figure 4c show the accuracy of representing the 527 

mean orientation as a function of sequential position at every time point after each stimulus 528 

onset in the low-variance and high-variance conditions, respectively. We collapsed these data 529 
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across both variance conditions and performed a linear regression analysis on ten tuning 530 

curve slope values at each time point to track the sequential evolution of the mean orientation 531 

represented in the EEG signals. We found two significant clusters of time points at which the 532 

mean orientation representation became increasingly precise across the ten sequential 533 

positions (140 – 180 ms and 270 – 320 ms relative to stimulus onset, cluster-corrected p = 534 

0.026 and p = 0.029, respectively, for each cluster. These time periods are depicted in Figure 535 

4c using transparency mask highlights). These time points were later than the time points at 536 

which the representational accuracy of the presented orientation maximized as shown in 537 

Figure 3d. These results are summarized by averaging the mean tuning-curve slopes across 538 

time points of the two significant clusters separately for each condition (Figure 4d).  539 

Since a large noise constant  indicates a noisy integration of individual stimulus 540 

orientation information, we checked whether the updated mean orientation information 541 

became less precise as more stimulus orientations were integrated in a more variable 542 

environment. For each sequence, we calculated the linear regression slope of tuning-curve 543 

slopes of mean orientation at ten sequential positions. We found a steeper regression slope of 544 

tuning-curve slopes of mean orientation across the ten sequential positions in the low-545 

variance condition than in the high-variance condition (t21 = 2.88, p = 0.009; Figure 4e). This 546 

difference was mainly due to the higher tuning-curve slope values in the later part of the low-547 

variance sequence. The tuning-curve slope value averaged from the sixth to the tenth stimuli 548 

was higher in the low-variance condition than in the high-variance condition (t21 = 2.30, p = 549 

0.032; Figure 4f), whereas there was no difference in the tuning-curve slope averaged from 550 

the first to the fifth stimuli between the two conditions (t21 = 0.13, p > 0.8; Figure 4f). For the 551 

more variable sequence, the less precise representation of the mean orientation indicated by 552 

the shallow regression slope was consistent with the significantly larger noise constant 553 

predicted by the sequential update model (Figure 2b), which may lead to a poor behavioral 554 

g
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performance in judging the perceptual mean (Figure 1c). Although the behavioral data in the 555 

high-variance condition were well fit by the sequential update model (R
2 

= 0.80 ± 0.10, 556 

Figure 2), the linear regression analysis of the ten slope values showed a smaller Pearson 557 

correlation coefficient in the high-variance condition than in the low-variance condition (r = 558 

0.29 ± 0.06 for low-variance, r = 0.13 ± 0.06 for high variance, and t21 = 2.22, p = 0.04). This 559 

suggests that the tuning-curve slope of mean orientation as a function of sequential position is 560 

less consistent with the linearly increasing trend in the high-variance condition. This is also in 561 

line with the fact that the sequential update model fits the behavioral data in the low-variance 562 

condition better than in the high-variance condition (t21 = 6.81, p < 10
-6

, Figure 2). Thus, we 563 

cannot rule out the possibility that the observers might have used different strategies for 564 

computing the mean orientation other than the sequential updating in a more variable 565 

environment. 566 
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 567 

Figure 4. Temporal dynamics of the reconstructed tuning curves of mean orientation. The 568 

encoding model was trained and tested on stimulus-evoked activities from -100 – 700 ms 569 

after stimulus onset, with respect to their mean orientation of each trial. (a) Cross-temporal 570 

generalization of tuning curve slope of mean orientation. The tuning curve slope of mean 571 

orientation for low- (left) and high- (right) variance conditions was estimated by training 572 

weights on one time point in the training data, and applying them to all time points in the test 573 

data. The transparency mask highlights the significant clusters where tuning-curve slopes are 574 

greater than 0 (one-tailed, p < 0.05, based on cluster extent). (b) Time-resolved tuning curve 575 

slopes with respect to the mean orientation (left). Red and blue bars on the right side 576 
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represent the time period when tuning-curve slope is significantly greater than 0 (one-tailed, 577 

p < 0.05, based on cluster extent; red: high-variance, blue: low-variance). The orange bar 578 

indicates the time period when tuning-curve slope is significantly different between the two 579 

variance conditions. (c) Time-resolved tuning curve slopes with respect to the mean 580 

orientation at ten sequential positions for low-variance (left) and high-variance conditions 581 

(right). Color represents tuning-curve slope. The transparency mask highlights the significant 582 

clusters where linear slopes across sequential positions are positively significant for all trials, 583 

regardless of their variance conditions. (See Materials and Methods). Gray bars represent the 584 

time period when the stimulus was presented. (d) Tuning-curve slope bars as a function of 585 

sequential positions averaged across time on the significant clusters in (b). Asterisks in the 586 

top center indicate the significance of linear trend across sequential positions. (e) The linear 587 

regression slope of tuning-curve slopes across sequential positions for the same time period 588 

as (d). (f) Average tuning-curve slope of the first half stimuli (from the first to fifth stimuli; 589 

left) and second half stimuli (from the sixth to tenth stimuli; right) in a sequence for the same 590 

period as (d). Error bars in (d-f) indicate ±1SEM. *: p < 0.05, **: p < 0.01, ***: p < 0.001, 591 

****: p < 0.0001. 592 

 593 

When we performed the same linear regression analyses on the accuracy of the 594 

representations of individual stimulus orientations recovered from labeling the stimulus-595 

evoked activities as their physical orientations as in Figure 3, we did not find gradual 596 

increases in the accuracy of neural representation over sequential positions in either condition 597 

(Figure 5). The absence of positive linear trend of the stimulus-coding accuracy suggests that 598 

the gradual increase in the mean-coding accuracy is not simply due to the increase in the 599 

signal-to-noise ratio with increasing sequential positions. Together, our results indicate that 600 
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the positive linear trend of the mean-coding accuracy is due to the sequential updating of the 601 

mean orientation information after each stimulus onset.  602 

 603 

Figure 5. Temporal dynamics of the reconstructed tuning curves of physical orientation. The 604 

encoding model was trained and tested on stimulus-evoked activities from -100 – 700 ms 605 

after stimulus onset, with respect to their individual physical orientations. (a) Time-resolved 606 

tuning curve slopes with respect to the physical orientation (left). Red and blue bars on the 607 

right side represent the time period when tuning-curve slope is significantly greater than 0 608 

(one-tailed, p < 0.05, based on cluster extent; red: high-, blue: low-variance). (b) Time-609 

resolved tuning curve slopes with respect to the physical orientation at ten sequential 610 

positions for low-variance (left) and high-variance conditions (right). Color represents 611 

tuning-curve slope. The transparency mask highlights the significant clusters where linear 612 

regression slopes across sequential positions are positively significant for all trials, regardless 613 

of their variance conditions. (See Materials and Methods). In this analysis with physical 614 

orientation, there was no significant cluster in both variance conditions. Gray bars represent 615 
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the time period when stimulus was presented. (c) Tuning-curve slope bars as a function of a 616 

sequential position averaged across all time points in the significant clusters of Figure 4b. 617 

These time points were used because the linearly increasing trend of physical orientation 618 

representation was not found in this analysis. (d) Linear regression slope of tuning-curve 619 

slopes across sequential positions for the same time period as in (c). (e) Average tuning-curve 620 

slope of the first half stimuli (from the first to fifth stimuli; left) and second half stimuli (from 621 

the sixth to tenth stimuli; right) in a sequence for the same period as (c). Error bars in (c-e) 622 

indicate ±1SEM. *: p < 0.05, **: p < 0.01, ***: p < 0.001, ****: p < 0.0001. 623 

 624 

The role of frontoparietal region in sequential perceptual averaging 625 

Despite the limitation of low spatial resolution of EEG, we investigated where the 626 

sequential update was processed in the brain by splitting total electrodes into three electrode 627 

clusters (36 anterior, 37 middle, and 37 posterior electrodes). We performed the same linear 628 

regression analysis to search for the time points where the regression slope of tuning curve 629 

slope values over sequence was significantly positive (see Materials and Methods for details). 630 

Only when the significant time cluster was found, tuning curve slope values at each 631 

sequential position were averaged within the significant time cluster. We then performed the 632 

same linear trend analysis on ten averaged tuning-curve slopes to test the hypothesis of the 633 

linear improvement of mean orientation representation over sequence in each electrode 634 

cluster. The linearly increasing trend of mean-coding accuracy was not identified in the 635 

posterior region cluster (Figure 6a), while the neural representation of the mean orientation 636 

gradually became more precise as a function of sequential position in the anterior and central 637 

regions (Figures 6b & 6c). Specifically in the anterior electrode cluster, the update of the 638 

mean orientation occurred every 0.16 s after each sequential stimulus onset as shown in the 639 

highlighted time cluster in Figure 6c. This indicates that the mean orientation is updated 640 
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regularly in frontal region. On the other hand, the sequential update process occurred at two 641 

separate highlighted time clusters around 0.16 s and 0.3 s in the middle electrode cluster 642 

(Figure 6b). This suggests that the rate of evidence accumulation is not fixed in parietal 643 

region. Note that no bar graphs were plotted in posterior electrode cluster because there was 644 

not a single time point where the regression slope of tuning curve slope values over sequence 645 

was significantly positive in both variance conditions. These results are in line with previous 646 

studies showing that prefrontal and parietal cortex encode task-general information as well as 647 

task-specific information (Swaminathan and Freedman, 2012; Ester et al., 2015; Sarma et al., 648 

2015; Kim et al., 2017; Oh et al., 2019).  649 

Caution is necessary regarding the underlying neural sources of the sequential updates 650 

because we focused our analyses on the full EEG signals above 2 Hz to minimize the effect 651 

of the physically driven SSVEP at the stimulus presentation frequency on the representational 652 

dynamics (see Materials and Methods for details). The analyzed multivariate EEG signals 653 

above 2 Hz are still a mixture of exogenous higher harmonic SSVEPs and endogenous 654 

oscillatory signals that cannot be completely disentangled from each other. Especially, the 655 

strong stimulus-driven SSVEP harmonics appeared in the posterior electrode cluster not in 656 

the middle and anterior electrode clusters. In the light of these points, the fact that the linearly 657 

increasing trend of mean-coding accuracy was not identified in the posterior electrode cluster 658 

strongly suggests that the widespread endogenous rather than exogenous dynamic network 659 

activity underlies the sequential averaging process especially in frontoparietal region. The 660 

fact that the mean-coding accuracy extracted from the EEG signals including low frequency 661 

activity (< 2 Hz) did not linearly increase across sequential positions (data not shown) also 662 

suggests that the sequential integration is not due to the high signal-to-noise ratio of SSVEP 663 

at physically driven stimulation frequency although this SSVEP component may still play a 664 

role in resetting the update time points. Prior neurophysiological studies suggest that large-665 
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scale dynamic network interactions that span multiple brain regions are involved in various 666 

perceptual and cognitive processes (Donner et al., 2007; Pesaran et al., 2008; Siegel et al., 667 

2012; Zhang et al., 2018). 668 

 669 

Figure 6. Temporal dynamics of the reconstructed tuning curves of mean orientation for 670 

visual, parietal, and frontal electrode clusters indicated by red dots in the 1
st
 columns of (a-c). 671 

(a) The 2
nd

 and 3
rd

 columns indicate the time-resolved tuning curve slopes with respect to the 672 

mean orientation at ten sequential positions in the visual region for low-variance and high-673 

variance conditions, respectively. The transparency mask highlights the time clusters where 674 

linear regression slopes across sequential positions are significantly positive for all trials, 675 
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regardless of their variance conditions (See Materials and Methods). Note that there is no 676 

significant time cluster in the visual region. Gray bars represent the time period when 677 

stimulus was presented. (b) The 2
nd

 and 3
rd

 columns indicate the time-resolved tuning curve 678 

slopes with respect to the mean orientation at ten sequential positions in the parietal region 679 

for low-variance and high-variance conditions, respectively. There are two significant time 680 

clusters in the parietal region. Both upper and lower graphs of the 4
th

 columns indicate 681 

tuning-curve slope bars as a function of a sequential position averaged across all time points 682 

in the two significant time clusters, for low-variance and high-variance conditions, 683 

respectively. Asterisks in the top center indicate the significance of linear trend across 684 

sequential positions. (c) The 2
nd

 and 3
rd

 columns indicate the time-resolved tuning curve 685 

slopes with respect to the mean orientation at ten sequential positions in the frontal region for 686 

low-variance and high-variance conditions, respectively. There is one significant time cluster 687 

in the frontal region. Both upper and lower graphs of the 4
th

 columns indicate tuning-curve 688 

slope bars as a function of a sequential position averaged across all time points in the 689 

significant time cluster, for low-variance and high-variance conditions, respectively. 690 

Asterisks in the top center indicate the significance of linear trend across sequential positions. 691 

Error bars in (b-c) indicate ±1SEM. 692 

 693 

Discussion 694 

To probe the mechanisms of sequential averaging, we combined computational 695 

modeling of behavioral data with a multivariate pattern analysis that visualized how the 696 

neural representation of the mean orientation developed while viewing a sequence of 697 

differently oriented Gabor stimuli. The pattern analysis revealed that the dynamically 698 

evolving patterns of the stimulus-evoked EEG activities encoded the mean orientation as well 699 

as the stimulus orientation (Figure 3e and 4a). Regardless of whether or not the variance of 700 
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the individual stimulus orientations was low or high, the neural representations of individual 701 

stimulus orientations were equally precise (Figure 3d) and the tuning-curve slope of the mean 702 

orientation increased gradually across the ten sequential positions (Figure 4c and 4d). This 703 

linearly increasing trend was steeper in the low- than in the high-variance condition (Figure 704 

4e). These results are consistent with the sequential update model which predicted that 705 

multiple stimuli would be sequentially integrated regardless of stimulus variance, but high 706 

stimulus variance would make the updating noisier (Figure 2a-b). Together, these findings 707 

suggest that environmental volatility mainly influences the noisiness in integrating sequential 708 

stimuli and the encoding quality of the mean information towards the end of the sequence, 709 

leading to behavioral difference in perceptual mean judgment between the low- and high-710 

variance conditions.  711 

Our results have a number of implications for understanding sequential averaging 712 

mechanisms. First, the manner of sequential information processing may depend on the 713 

demand of the behavioral task. The present study required observers to integrate a series of 714 

briefly presented multiple stimuli, which is likely to make the task more challenging in the 715 

high-variance condition than in the low-variance condition. This demanding task under time 716 

pressure may not allow observers to spend more time integrating the current stimulus with 717 

the previous stimulus, eventually leading to less precise mean information in the high-718 

variance condition. This is in line with previous studies demonstrating the detrimental effects 719 

of time pressure on overall decision quality, with general finding that individuals perform 720 

significantly worse under time pressure (Payne et al., 1988; Sutter et al., 2003; Kocher and 721 

Sutter, 2006; Ahituv et al., 2015). However, when the task is to integrate information on the 722 

continuously changing single target stimulus rather than across different successive stimuli as 723 

in the current study, observers change the perceptual integration timescale during the 724 

perceptual discrimination task (Burr and Santoro, 2001; Kiani et al., 2008). A recent sound 725 
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texture perception study revealed an obligatory multi-second averaging process whose 726 

duration could not be controlled at will and was much longer for highly variable textures 727 

(McWalter and McDermott, 2018). In another perceptual decision-making study, where one 728 

of the two concurrently presented streams of luminance changing discs showed a brief 729 

increment against the mean luminance of the visual stream, observers employed an 730 

integration timescale adapted to the target signal duration (Ossmy et al., 2013). Unlike these 731 

studies that revealed the time required for a single target signal integration, the current study 732 

revealed the time required for each sequential stimulus to be integrated with the following 733 

stimulus. On the other hand, when the task is to categorize or identify the current stimulus 734 

instead of integrating the serially presented stimuli, human observers rely on their working 735 

memory capacity to remember a few recent stimuli in a volatile environment rather than a 736 

sequential update strategy (Summerfield et al., 2011; Fischer and Whitney, 2014; Laquitaine 737 

and Gardner, 2018). In this case, the sequential updating may not be efficient because it runs 738 

the risk of pooling together stimuli with distinct statistical properties. In contrast, when 739 

estimating the mean orientation of the visual stream as accurately as possible, it may be 740 

advantageous to keep track of every single stimulus regardless of variability. Thus, previous 741 

studies and our results indicate that the task demand adaptively shapes the evidence 742 

integration computation even under the same volatile environment. In our case, volatility did 743 

not change the integration timescale, but only added uncertainty to the sequential update 744 

process shaped by the task goal of extracting the mean across time.  745 

The appearance of the increasingly precise mean information at specific delays after 746 

each stimulus onset (Figures 4c & 6b-c) indicated that the integration of successive stimuli 747 

occurred regularly. In frontal region, the update of the mean orientation occurred every 0.16 s 748 

after each sequential stimulus onset (The highlighted time cluster in Figure 6c). In parietal 749 

region (Figure 6b) and all electrodes (Figure 4c), the sequential update process occurred at 750 
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two separate highlighted time clusters around 0.16 s and 0.3 s. These results suggest that the 751 

sequential update arises with either a shorter latency in the anterior brain area than in the 752 

middle brain area, or an equal latency in both brain areas. In any case, the updated mean 753 

orientation was encoded in the anterior brain area no later than in the middle brain area, 754 

suggesting either an early or simultaneous involvement of the anterior brain area in sequential 755 

perceptual averaging process. A recent study on the binary perceptual motion categorization 756 

similarly showed that prefrontal cortex leads the decision process when monkey determines 757 

whether sequentially presented stimuli belong to the same motion category or not during a 758 

delayed match to category task (Zhou et al., 2021). This neurophysiological study has found 759 

that neurons in both prefrontal and parietal cortex are involved in categorical encodings of 760 

individual stimuli but the prefrontal cortex appears more directly involved than the parietal 761 

cortex in transforming categorical encoding into the abstract match/nonmatch decision by 762 

integrating the previously presented stimulus with the currently visible stimulus. In the 763 

current study, the shorter-latency of regular update in the anterior brain area may imply a 764 

flow of sequentially integrated information from the anterior brain area to other brain areas. 765 

Since observers employed the same integration timescale in both variance conditions at the 766 

expense of the precise integration of highly variable stimuli, our findings provide neural 767 

mechanisms to differentially accumulate increasingly abstract feature from a concrete piece 768 

of information across the cortical hierarchy depending on environmental volatility. 769 

Our findings also shed light as to whether or not all individual stimuli are encoded 770 

during sequential averaging. Previous behavioral studies on sequential averaging indicate that 771 

observers use only a subset of stimuli to accomplish mean representation without explicitly 772 

encoding every individual stimulus (Corbett and Oriet, 2011; Gorea et al., 2014). However, 773 

our finding that spatially distributed EEG activities encoded individual stimulus orientations 774 

in both variance conditions with an equivalent precision suggests the robust encoding of 775 
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individual stimuli during a sequential averaging task. Thus, one possibility for the difference 776 

between our results and other behavioral studies is that even though individual orientations 777 

are transiently encoded in the visual system, observers do not form robust memories of 778 

individual orientations so that they cannot be reported or recognized later after the sequence. 779 

The gradually increasing mean-coding accuracy across sequential positions also suggests that 780 

each stimulus is sequentially integrated in both variance conditions (Figure 4c and 4d). This 781 

overall trend of approximately linear improvement in the mean representation over sequence 782 

is in line with recent neuroimaging and behavioral studies based on the sequential update 783 

model framework (Cheadle et al., 2014; Navajas et al., 2017). From the perspective of the 784 

sequential update model, the sub-sampling strategy can be regarded as a special case of the 785 

weighted whole-set averaging strategy (Juni et al., 2012; Hubert-Wallander and Boynton, 786 

2015), when some of the encoded stimuli are integrated with no weight for computing the 787 

mean of the sequence. Nevertheless, it is unlikely that only a subset of the encoded stimuli is 788 

integrated to accomplish mean representation because all stimuli in the sequence had positive 789 

weights (Figure 1d). In fact, this regression bias toward the mean of the stimulus distribution 790 

is one of the most robust empirical regularities in studies of human perceptual judgment 791 

across various perceptual domains (Hollingworth, 1910; Stevens and Greenbaum, 1966; Oh 792 

et al., 2019; Xiang et al., 2021). Especially in Oh et al.’s work on visual working memory, 793 

the neural representation of mean orientation emerges even though there was no task 794 

requirement of judging perceptual mean orientation of concurrently presented oriented bars, 795 

leading to the participant’s biased judgment on target orientation toward the ensemble mean 796 

orientation. Additionally, many previous studies reported bias effects of recent stimulation 797 

history on perceptual process such as serial dependence (Summerfield et al., 2011; Kiyonaga 798 

et al., 2017; Pascucci et al., 2019). Thus, it is highly likely that both the regression effect and 799 

the recent history effect make it challenging for observers to perceive and maintain the 800 



 

 37 

stimulus attribute as it is. The perceptual distortion of individual stimuli due to these bias 801 

effects is another possible factor for contributing to the incorrect or failed report of a single 802 

item after the sequence in previous behavioral studies (Corbett and Oriet, 2011; Gorea et al., 803 

2014).  804 

Finally, future work on sequential information processing will benefit from 805 

characterizing the representational dynamics of the sequential averaging process by 806 

systematically manipulating temporal regularity. Such studies could exploit heterochronous 807 

streams of events to clarify whether the sequentially updated mean information is reflected in 808 

exogenous or endogenous oscillatory signals. This manipulation will allow us to characterize 809 

electrophysiological signatures of the sequential averaging mechanism by measuring whether 810 

the mean-coding accuracy gradually increases or fluctuates along sequential positions. When 811 

observers maintain the sequential update strategy, one can probe whether their integration 812 

timescale adaptively changes with temporal regularity and environmental volatility. Further, 813 

it is important to examine whether or not the mean information develops automatically over 814 

sequence as a function of task. For example, by changing both orientations and spatial 815 

frequencies in the stream of Gabor patches and asking observers to report the mean 816 

orientation or the mean spatial frequency or one particular item’s spatial frequency, one can 817 

examine the task-dependency of the sequential averaging process. 818 

In summary, stimulus-specific coding is regularly transformed into a brief coding of 819 

the integrated information that becomes closer to the sequential mean towards the end of the 820 

sequence for the appropriate behavioral response during sequential averaging task. Therefore, 821 

the sequential averaging process can be best characterized as perceptual dynamics that 822 

swings back and forth between evidence sampling and integration for the perceptual 823 

judgment of the mean at the end of the sequence. Finally, the steeper linear trend of the mean 824 

tuning-curve slope across sequential positions in the low- than in the high-variance condition 825 
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suggests that the multivariate activity pattern dynamics underlie the differential sequential 826 

averaging process depending on environmental variability.  827 

 828 
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